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Abstract

Autonomous robots have the potential to supplement human
capabilities while reducing cognitive and physical burden.
However, deploying such systems in natural settings is cur-
rently a time-consuming process that revolves around a hu-
man’s ability to research, design, test, and evaluate the robot
– thereby introducing unnecessary bottlenecks and significant
delays to technology adoption. The current work in the field
of human-robot interaction (HRI) has historically focused on
robot use even though humans play a critical role during au-
tonomous system design and deployment. We argue that the
scope of HRI must be expanded beyond that of the current
views within the scientific community, to include all phases
of system development, deployment, and use. Furthermore, to
facilitate the pursuit of this new expanded scope, we present
eight opportunities for technological advances in HRI and
autonomy using Generative AI that, if realized, could have
transformational impact on the fielding of human-supervised
autonomous robots. Broadly speaking, our identified opportu-
nities relate to interaction and trustworthiness, collaboration
and cooperation, robot motion, robot perception, synthetic
scenario generation, testing and evaluation, failure detection,
and robot design.

Introduction
Generative Artificial Intelligence refers to a field of artifi-
cial intelligence that uses models and techniques for creat-
ing new content. These methods are designed to understand
and learn the underlying patterns, structures, and character-
istics of the training data, which enables the generation of
new content. Generative AI utilizes techniques such as deep
neural networks to capture and imitate the statistical distri-
bution of the training data. When these models are trained
on large datasets they can generate new examples that ex-
hibit similar characteristics to the training data. They have
been successfully used to generate a variety of outputs, in-
cluding images, texts, audio, and videos (Kim et al. 2018;
Liu et al. 2021; Aldausari et al. 2022). Recent advances in
Generative AI, such as ChatGPT (OpenAI 2023) and DALL-
E 2 (Ramesh et al. 2022), are expected to revolutionize many
industry sectors and we’ve already seen unprecedented im-
provements and impact in some fields, including manufac-
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turing (Kusiak 2020), education (Pavlik 2023), and medical
research (Miljković, Rodrı́guez-Pérez, and Bajorath 2021).

With the introduction of Generative AI, the future of work
is expected to change. To this end, labor shortages are requir-
ing robotic solutions to be deployed rapidly and supplement
traditional human work. Unfortunately, the deployment of
autonomous robots takes a significant amount of human ef-
fort due to the time required to write software, test systems,
and build trust and safety assurances. The increasing com-
plexity of robotic systems is complicating this problem and
the availability of human expertise can create bottlenecks in
robot deployment and delays in technology adoption. Once
robotic systems are deployed, they can require significant
oversight to ensure safe and proper operations. Generative
AI marks a new frontier in human-robot integration and of-
fers opportunities to remove burden from the human so that
they can focus more on supervision while maintaining nec-
essary levels of safety.

Historically, the HRI community has focused on robot
use and recently is considering design, development, testing,
evaluation, and deployment stages. In the context of robotic
deployments alongside humans, the field of HRI plays an
increasingly important role and requires a new expanded
scope to account for an autonomous robot’s full life cycle.
Rather than narrowly considering robot use given a produc-
tized robotic system, the scientific community must investi-
gate challenges pertaining to the human, robot, and the com-
bined team from target problem conceptualization through
fielding and maturation. Since the robotics community has
generally been at the forefront of leveraging the latest AI ad-
vances, a natural question explored herein is: how will Gen-
erative AI concepts and technologies be used by the robotics
community to expand HRI and accelerate the deployment of
the next generation of intelligent, human-supervised robots?
There are significant investments in this area due to the enor-
mous amount of interest in Generative AI ideas. Recent ef-
forts are showing early signs of success in using Generative
AI in robotics applications (Kumra, Joshi, and Sahin 2020;
Ren and Ben-Tzvi 2020; Ha, Agrawal, and Song 2021) and
the breadth and applications are expected to grow.

In this work, we present eight opportunities for using
Generative AI to realize technological advances in HRI and
autonomy that could appreciably accelerate robot deploy-
ment and have transformational impact in both the future of



work and expansion of HRI as a field. The authors have more
than 40 years of combined experience in designing, testing,
and evaluating robotic systems, and the presented opportu-
nities are informed by the author’s most recent works in
light of the literature (Gregory et al. 2016, 2019; Al-Hussaini
et al. 2020, 2021; Gregory et al. 2022a,b; Al-Hussaini et al.
2022). If the technological advances described herein are re-
alized, we believe that highly-capable, resilient autonomous
robots could be deployed alongside humans at increasingly
accelerated rates and significantly reduced costs in terms of
money and human burden.

Developing Human-Like Responses for
Enhanced Interactions and Trustworthiness

The nature and effectiveness of the interaction between the
human and robot is central to HRI applications. In many col-
laborative tasks, robots that exhibit human-like responses
and motions can lower training costs because interactions
can be more intuitive in nature, and, in some cases, promote
trust building. Consider the example of a robot that delivers
parts and tools to a human performing a complex mainte-
nance task. Humans may be more comfortable collaborating
with this robot if its motions are similar to the movement
of a human co-worker because human-like movement aligns
with the human’s expectations and experiences from work-
ing with other humans. If robots physically operate more
like humans and humans gain sufficient trust we posit that
humans will also feel more comfortable assuming supervi-
sory roles over robots. Generative AI has already demon-
strated capabilities to generate paintings and writings based
on the style of a particular artist, such as Dali or Shake-
speare (Mihailova 2021; Pataranutaporn et al. 2023). There-
fore, we expect that Generative AI can facilitate high-quality
imitation learning, where robots learn to mimic human mo-
tions and respond accordingly to human interactions. De-
pending on the target application and robotic platform, hu-
mans and robots can have different morphology so exactly
imitating human motion will not always be possible or nec-
essary. However, by training models on human-motion data
or recorded demonstrations, robots will be able to gener-
ate their own sequences of actions that produce human-like
behaviors. Therefore, Generative AI can enhance HRI by
enabling robots to exhibit more natural and contextually-
appropriate responses. By training on human language data,
generative models will also be to generate robot speech re-
sponses that are coherent, fluent, and aligned with human
communication norms. This has the potential to make robot
interactions more engaging, intuitive, and effective. In turn,
trustworthy robotic co-workers will likely be deployed ubiq-
uitously once humans grow accustomed to human-like re-
sponses. We anticipate that human-like responses will be
especially important in social and assistive robotic appli-
cations where robots interact with humans of varying age,
abilities, and needs. To this end, explainability of the Gener-
ative AI and robotic capabilities will be paramount. This has
already been identified as a necessary technology for non-
experts (Anjomshoae et al. 2019) and will likely improve
the quality of interaction, accessibility, and trustworthiness.

Improving Task Planning and Decomposition
in Collaborative and Cooperative Settings

Many human-agent teaming applications require robots to
plan and perform a complex task or series of tasks that are
directed by a human. For example, consider the task of re-
placing a motor of a cooling fan in a control box. This re-
quires the top-level task to be decomposed into much sim-
pler subtasks and to determine the sequence of tasks for the
robot or human-agent team to complete. Once the task se-
quence is determined, a robot can generate motions for the
simple tasks and execute this task. Traditionally, a task plan-
ner needs to be developed for each specialized domain and
the addition of new objects or processes requires an up-
date to the planner. Tasks planners often struggle to deal
with new failure modes and therefore recovering from fail-
ures becomes challenging during task planning. Large Lan-
guage Models (LLM) have become the foundation of many
Generative AI techniques and can be used to identify se-
quences of atomic tasks needed to perform complex tasks
(Zhao et al. 2023). With the latest advancements in LLMs
a human can pose a query such as, “Provide step-by-step
directions to obtain a tool from a locked shelf.” and gen-
erate a sequence of various subtasks necessary to perform
the overall task. An exemplary set of resulting subtasks in-
cludes locating the shelf, reaching the shelf, unlocking the
shelf, extracting the tool, locking the shelf, and transport-
ing the tool. Once atomic tasks have been identified, the
robot can use a motion planner to generate the motion to
execute the task. LLMs can be extremely useful in auto-
matically generating task sequences based on common sense
knowledge and using them can eliminate the need for devel-
oping domain-specific task planners. Already, there exists
some work on leveraging Generative AI to generate plans
using embodied, multimodal LLMs (Driess et al. 2023), us-
ing symbolic planning (Pallagani et al. 2022), and correc-
tive re-prompting (Raman et al. 2022). However, research
suggests that current methods lack fundamental formal and
physical world reasoning and are sensitive to prompts (Xie
et al. 2023), which limits their applicability to real-world
problems. Succinctly put, Generative AI, specifically LLMs,
currently excel at tasks requiring formal linguistic compe-
tence, but fail on many tests requiring functional compe-
tence (Mahowald et al. 2023). While LLMs are still signif-
icantly worse than humans in simple common-sense plan-
ning domains (Valmeekam et al. 2022), there is tremendous
opportunity through the development of assessment frame-
works in addition to new techniques and models. Once the
scientific community realizes sufficiently performant sys-
tems using Generative AI, humans will be able to issue
complex requests to robotic teammates and either supervise
the task planning and decomposition or have greater control
and flexibility over the level of autonomous execution, i.e.,
shared control (Li et al. 2022).

Generating Robot Motion from Natural
Language Description

Robots often need to perform complex motions to success-
fully execute a task or subtask. Consider the example of



sanding where the robot needs to move the sanding tool in
a complex motion pattern to produce a scratch-free surface
finish. In the past, if a human expert needed a robot to fol-
low a particular type of sanding tool motion, they would use
one of the following methods. The first option would be to
teleoperate the robot using a tech pendant and specify the
tool motion. The second option would be to demonstrate the
tool motion using a handheld tool and use a motion capture
system to record the tool motion. The robot then attempts to
imitate human motion by analyzing the motion capture data.
Third, they can program the motion using the motion com-
mands. Unfortunately, all of these approaches are labor in-
tensive and take significant time for complex parts. This can
delay the deployment of robots in new applications. Many
process experts would prefer a new modality to generate
robot motion based on natural language description of the
motion - such an interaction modality aligns more closely
with human supervision by allowing the human to only pro-
vide intent and desire rather than explicit execution. Gen-
erative AI now offers the capability to generate code from
the text description, which enables humans to communicate
with robots in a more natural, time-efficient manner and au-
tomatically create robot motion. This means human experts
with no programming experience can interact with robots
to perform desired motions. The elimination of specialized
robot programming is expected to remove bottlenecks and
can significantly speed up task execution. This fundamental
capability of generating code from text enables future op-
portunities in collaborative and cooperative HRI where dia-
log systems and task learning could be introduced for more
intuitive and efficient teaming.

Improving Expressiveness and Prediction of
Robotic Perception Capabilities

Robots use perception to build models of their operational
environment from which they make decisions and execute
autonomous behaviors to perform tasks. Complex environ-
ments often create challenges in building complete models
due to occlusions and sensor errors. For example, consider
the task of a robot scanning a large part to remove the paint.
Scanning the part at high speed to obtain fast cycle times
may produce some phantom holes in the surface model.
These holes can pose challenges for decision-making due
to a lack of information. Generative AI can be employed
to complete occluded or hidden parts of an object through
a technique similar to image inpainting. This involves fill-
ing in missing or occluded regions of an image with plau-
sible content that blends seamlessly with the surrounding
area (Lugmayr et al. 2022; Rombach et al. 2022). Once the
Generative AI model is trained, it can be used to complete
occluded or hidden parts of the objects. The incomplete ob-
ject model is fed into the trained model, which then gener-
ates predictions for the missing regions based on the learned
patterns and context from the training data. This approach
can create a visually coherent result by filling in the missing
details and enabling a robot to perform autonomous tasks
that might otherwise be halted by poor perception. Without
the ability to perceive the world sufficiently well and per-

form autonomous tasks, greater burden and unwanted inter-
actions will be required from the human to tend to the robot.

Generating Synthetic Scenarios for Machine
Learning

Machine learning (ML), specifically Reinforcement Learn-
ing (RL), has emerged as a useful tool for robots to acquire
new skills, which can directly supplement or enhance the
human’s capabilities. This type of learning most commonly
involves the robot training a policy using a simulator and
trial-and-error approach. Manually generating a large num-
ber of scenarios for RL-based techniques is highly time-
consuming and may still not cover all the relevant cases or
provide adequate diversity depending on the complexity of
environments and tasks to be performed. To illustrate this,
consider the case of a legged robot that seeks to learn loco-
motion on challenging terrains to perform inspection tasks.
Robust operations in real-world deployments will typically
require a wide variety of challenging terrains to learn robust
and efficient gaits.

Generative AI technology can be used to generate distinct,
synthetic simulation scenarios that are of interest to human
teammates and improve the learning efficiency of RL-based
algorithms. By enabling the robots to train on a diverse set
of examples and scenarios, Generative AI can enable robots
to learn new behaviors, strategies, or responses based on
previously-learned patterns and context. This alleviates the
human of having to create simulation environments – instead
allowing the human to supervise the applicability and de-
ployment of the robot – and accelerates the rate at which
robots can develop robust and adaptive behaviors to over-
come new situations more effectively.

Generating Test Plans for Testing and
Evaluation of Autonomous Robots

Autonomous robots need to be rigorously tested before field
deployment alongside humans to ensure safe operations in a
wide variety of challenging environments. Consider the case
of a mobile manipulator performing wind turbine finishing.
This robot needs to be carefully tested to make sure that it
will not damage the wind turbine. Manually developing test
plans is time-consuming for autonomous robots operating
in complex environments. Testing and evaluation is further
complicated when autonomous robots make use of sophisti-
cated AI and ML-based techniques.

Based on what is currently being explored in the medi-
cal literature for drug discovery (Jain et al. 2022), we be-
lieve Generative AI models could learn the structure and
logic of test cases for autonomous robots from prior test
plans of similar systems and generate new ones. This ap-
proach can help researchers, engineers, practitioners, and
operators to supervise testing and evaluation by automati-
cally generating diverse and valuable test cases to evaluate
different aspects of autonomous robots, such as perception,
planning, decision-making, state estimation, control, and co-
ordination.

Simulation has proved to be a useful tool to evaluate au-
tonomous robots and Generative AI could further be em-



ployed to enhance the capabilities of simulation environ-
ments used for testing autonomous robots. By generating
realistic and diverse synthetic data, such as sensor inputs or
environmental conditions, the AI model can augment the ex-
isting simulation data and create more challenging and rep-
resentative test cases to aid in the testing and evaluation of
autonomous robot capabilities. Finally, Generative AI mod-
els can be used to generate realistic synthetic faults in the
behavior of autonomous systems. This enables the evalua-
tion process to assess whether or not the system responds
appropriately to faults and remains safe.

Autonomously Detecting and Recovering from
Failure for Resilient Human-Agent Teaming

The ability to recover from failure is needed in the field de-
ployment of human-supervised autonomous robotic teams in
challenging applications. Whenever testing reveals that the
system is not able to recover from failure, the system needs
to be improved. This necessitates an ability to efficiently de-
tect failures and take recovery actions. Take, for example,
an assembly operation where a previously-installed compo-
nent is damaged due to a subsequent assembly operation. To
proceed with the assembly, the damaged part will need to be
replaced through a series of many disassembly steps. Man-
ually coding all possible contingency actions is intractable.
By learning the patterns and characteristics of normal op-
eration, the AI model can generate synthetic data that de-
viates from the norm. These generated anomalies can be
used to train a failure detection and recovery system to au-
tonomously detect and respond to unexpected or abnormal
situations, helping to improve its robustness and fault toler-
ance.

Generative models can also learn to generate synthetic
sensor data streams that represent typical behavior during
normal operation. During robot operation, deviations from
the expected patterns may be detected by comparing the gen-
erated sensor data stream with the real-time sensor data. This
allows robots to identify faults, anomalies, or malfunctions
and take appropriate actions to recover or mitigate the im-
pact. Ultimately, autonomous failure detection and recovery
can alleviate the human supervisor from having to monitor
operations and allow them to focus their effort on higher pri-
ority tasks.

Automating Robot Design
As autonomous robots are sought for new and greater
roles in real-world deployments with humans, their de-
signs will be constantly evolving to enable more sophisti-
cated behaviors and capabilities. To date, robot design is a
time-consuming process that can introduce significant non-
recurring engineering costs. For example, many material
handling tasks in manufacturing require the use of end-
effectors and, depending on the task, these end-effectors
need to be customized for optimal performance. In the case
of picking and transporting a highly-compliant large sheet,
designing a complex end-effector can take multiple days. If
significant human effort is needed during the end-effector

design process, the availability of humans can become a bot-
tleneck. Generative AI could eliminate these challenges by
designing or aiding in the design of end-effectors so that a
human expert only has to approve the design and supervise
its use. Generative AI is showing promise in a wide vari-
ety of design tasks and therefore it can be utilized to rapidly
automate the design of an end-effector for new tasks. By re-
ducing the human’s time required to design new robots and
parts tailored to a specific task, autonomous robots can be
deployed more swiftly.

Conclusions
There are significant opportunities for technological ad-
vancements in HRI using Generative AI that could revo-
lutionize the deployment of autonomous robots. Here, we
identified eight opportunities that can be described as inter-
action and trustworthiness, collaboration and cooperation,
robot motion, robot perception, synthetic scenario genera-
tion, testing and evaluation, failure detection, and robot de-
sign. Deploying autonomous robots in complex applications
currently requires significant time, effort, and expertise from
humans, and we believe investigation into these opportuni-
ties will contribute significantly to the reduction or elimi-
nation of the current challenges and bottlenecks. Addition-
ally, the pursuit of accelerating deployment using Genera-
tive AI will aid in the expansion of the HRI as a field. We
argue that there are fundamental HRI challenges throughout
the system design, development, testing, evaluation, and de-
ployment stages that are not within current purview of the
scientific community, but must be included and prioritized.
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